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Glasslike Arrest in Spinodal Decomposition as a Route to Colloidal Gelation
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Colloid-polymer mixtures can undergo spinodal decomposition into colloid-rich and colloid-poor
regions. Gelation results when interconnected colloid-rich regions solidify. We show that this occurs
when these regions undergo a glass transition, leading to dynamic arrest of the spinodal decomposition.
The characteristic length scale of the gel decreases with increasing quench depth, and the nonergodicity
parameter exhibits a pronounced dependence on scattering vector. Mode coupling theory gives a good
description of the dynamics, provided we use the full static structure as input.
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Colloid-polymer mixtures exhibit a rich phase behavior.
Depletion of polymer between two colloidal particles in-
duces an attractive interaction whose magnitudeU is set by
the polymer concentration in the free volume, cp. The
range of this interparticle attraction is determined by the
radius of the polymer Rp and is expressed by � � Rp=a,
with a the particle radius. The phase behavior is controlled
by both cp and �, as well as the colloid volume fraction, �.
The particles can form equilibrium phases, including crys-
tals, fluids, and gases [1,2]. Additionally, there are a wide
variety of nonequilibrium states, characterized by the dy-
namic arrest of the colloidal particles [3–6]. In the absence
of polymer, crowding drives the system into a repulsive
glassy state at �� 0:58, where particles are caged by their
nearest neighbors. This dynamic arrest is captured by mode
coupling theory (MCT), a mean-field-like theory which
uses the static structure factor, S�q�, to predict the dynam-
ics [7,8]. Upon addition of a small amount of polymer,
arrest is no longer driven by crowding, but instead by weak
attraction between particles; surprisingly, this attractive
glass can also be described by MCT [4,9]. In both cases,
the dominant length scale in the structure corresponds to
the nearest-neighbor particle separation. By contrast, at
lower � and higher U, the system can gel, forming a
space-spanning network characterized by an additional,
larger length scale. For systems at very low � and suffi-
ciently high U, gelation is a consequence of kinetics;
fractal clusters grow and ultimately form a gel by cluster-
cluster aggregation [10,11]. The theory for kinetic aggre-
gation naturally includes the larger length scale, which is
the cluster size. By contrast, at higher � and lower U,
phase separation, such as spinodal decomposition, can
drive large-scale structuring, influencing the pathways for
gel formation [12–14]. In this case, the mechanisms for
arrest during gelation are still unclear. Gelation requires
the formation of a solidified, space-spanning network. In
spinodal decomposition this is driven by dynamic arrest
within the connected colloid-rich region; this may result
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from percolation [15–19], pinning [20], or a glasslike
transition [6,12,13,17,21,22]. An experimental investiga-
tion that distinguishes these possible mechanisms, and that
determines the correct underlying physics is essential to
provide guidance for a theoretical description of this class
of gelation.

In this Letter, we show that when gelation of colloid-
polymer mixtures follows spinodal decomposition, solidi-
fication occurs via a glass transition within the colloid-rich
phase. We calculate the dynamics with MCT [12], and
include modes at both high and low wave vectors q, using
as input the structure factor S�q� determined by static light
scattering (SLS). We find good agreement between calcu-
lated nonergodicity factors, and those measured by dy-
namic light scattering (DLS).

We use sterically stabilized poly-methylmethacrylate
spheres, with radius a � 136� 5 nm, as determined
by DLS. Particles are suspended at a volume fraction
of � � 0:25 in an index- and density-matching solvent
mixture of cycloheptyl bromide and decalin. This allows
us to probe the samples using both light scattering
and microscopy, while minimizing the influence of
gravity. Since the colloids are slightly charged in these
solvents, samples are prepared with 1 mM tetra-butyl-
ammonium chloride (TBAC) [23] to suppress any
Coulombic interactions. Attractive depletion interac-
tions are induced by adding linear polystyrene with a
molecular weight Mw � 2� 106 dalton. To approxi-
mate the interaction between two particles separated
by a distance r, we use the Asakura-Oosawa potential,
U
kBT
� ��cp�V�r�, where ��cp� is the osmotic pressure,

and V�r� is the overlap volume of their depletion zones
[24,25]. We determine ��cp� by integrating the osmotic
modulus, d��cp�=dcp, obtained with SLS from polysty-
rene solutions [26]. In all cases, cp is below the overlap
concentration. Because we use a good solvent for polysty-
rene, Rp decreases with increasing cp; thus � decreases
from �0:3 to �0:2.
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We study the structures formed at different U by mea-
suring the SLS intensity, I�q�, over a wide range of scat-
tering vectors. Using a goniometer with an Ar-ion laser,
with a wavelength in vacuo � � 514:5 nm, we measure
I�q� for 2:4 �m�1 < q< 21 �m�1. We use the Percus-
Yevick (PY) [27] approximation to calculate the static
structure factor for hard spheres, SHS�q�. We normalize
the scattering intensity obtained from a polymer-free sam-
ple by SHS�q� to determine the particle form factor F�q�
which we use to obtain S�q� for all other samples. All data
are affected by multiple scattering which increases the
intensity near the minimum of the form factor [28], and
this effect is mitigated by the normalization. To access
lower q, 0:2 �m�1 < q< 1:7 �m�1, the scattered light
obtained using a collimated He-Ne laser, with � �
633 nm, is projected onto a screen, which is imaged
using a CCD camera. The intensity is averaged around
rings of constant q, and normalized by a factor chosen to
best match the low- and high-q data for the sample with
cp � 0. This combination of measurements allows us to
probe structures from length scales just below the particle
size, qa� 4, up to tens of particle diameters, qa� 0:03.

For weak attractions, U � 2:6kBT, the dominant feature
in S�q� is the nearest-neighbor peak, as shown in Fig. 1.
The peak position shifts to higher q relative to that of
SHS�q�; this reflects that particles are, on average, closer
together. Concomitantly, there is a slight increase in S�q� at
low q by comparison to SHS�q�. As we increase the attrac-
tion further, U � 2:9kBT, the magnitude of the particle-
particle peak increases sharply, and its width becomes
narrower, reflecting a strong increase in correlations be-
tween neighboring particles. This increase is highlighted
by �Sm, the difference between the value of S�q� at the
nearest-neighbor peak and its value at the minimum at
lower q, shown in the inset of Fig. 1. Concurrently, an
intense peak appears at small wave vectors, reflecting the
sudden appearance of large-scale structures. This peak
FIG. 1 (color online). Wave vector dependence of the static
structure factor for U=kBT � 2:46 (dashed line), 2.62 (dashed-
dot line), 2.89 (
), 3.06 (4), and 3.85 (�). The solid line
corresponds to the hard-sphere S�q� expected at � � 0:25.
Inset: U dependence of �Sm, defined as the difference between
the value of S�q� at the nearest-neighbor peak and that at the
minimum at qa� 1. The dotted line denotes the point at which
the particle-particle position becomes highly correlated. A sharp
peak appears concurrently at low q.
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appears almost immediately after mixing ceases, and
shows only weak time dependence over 30 min, shifting
to slightly lower q. The position of the low-q peak shifts to
higher q asU is increased, indicating that the characteristic
length of the system becomes smaller; this is accompanied
by a reduction in the degree of spatial correlation at the
nearest-neighbor length scale, indicated by a decrease in
�Sm. Once the gels form, we see little evidence of aging in
either their structure or dynamics.

To further elucidate the morphology of the network, we
use coherent anti-Stokes Raman scattering (CARS) mi-
croscopy [29,30] to directly image the samples. At low
interaction energies, U � 2:6kBT, there is no resolvable
structure in the CARS images. However, upon a slight
increase in the attraction, U 	 2:9kBT, large, space-
spanning networks appear, filling the entire field of view,
as shown in Fig. 2. The structures are static over the
�30 min measurement time; thus, these images provide
direct evidence of the presence of a dynamically arrested
network that spans space. AsU increases, the characteristic
length scale of the network decreases. This is qualitatively
consistent with the U dependence of the low-q peak in
S�q�; furthermore, spatial Fourier transforms of the images
exhibit a peak at qc consistent with that measured with
light scattering. The resultant characteristic sizes, Rc �
�=qc, are shown by the circles in Fig. 2. These structures
are much larger than expected for diffusion-limited cluster
aggregation [10], which predicts Rc � 3a, too small to be
resolved in the CARS images.
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FIG. 2 (color online). Images obtained by CARS microscopy:
U=kBT � 2:46 (top left); U=kBT � 2:89 (top right); U=kBT �
3:06 (bottom left); U=kBT � 3:85 (bottom right). The dotted line
between the two upper images denotes the boundary beyond
which long-lasting, space-filling structures are observed. The
scale bars correspond to 10 �m and the circles to �=qc, where
qc is obtained from the small angle SLS data. Inset: Schematic
phase diagram for colloid-polymer mixtures as polymer concen-
tration and colloid volume fraction are varied, where the glass
transition line is marked (GL). Points denote the approximate
location of our samples.
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FIG. 3 (color online). (a) Dynamic structure factor at the q -
value of the nearest-neighbor peak for U=kBT � 2:46 (dashed
line), 2.62 (dashed-dot line), 2.89 (
), 3.06 (4), and 3.85 (�). To
account for the increased viscosity due to the added polymer, the
time axis is normalized by the ratio of the viscosity of the
polymer solution to that of the solvent, �=�0. (b) Dynamic
structure factor for U=kBT � 2:89 obtained at qa � 1:29 (�),
1.9 (vertical bars), 2.49 (4), 3.03 (
), 3.52 (5), 4.07 (solid line),
and 4.31 (�). The vertical line denotes the f�q; t� values used to
approximate the nonergodicity factor fc�q�.

FIG. 4 (color online). Wave vector dependence of the non-
ergodicity factor. The symbols are the measured fc�q�. From
bottom to top the data are for U=kBT � 2:89, 3.06, and 3.85. The
solid lines are obtained from the MCT calculation using S�q� as
input; experimental S�q� at low and high q were smoothed and
joined with a spline fit, while at the highest q we use an
asymptotic expression for the numerical solution of the PY
equation for the Asakura-Oosawa potential, adjusted to match
the data. We use values ~� � 0:37, 0.52, and 0.50 respectively;
the dashed lines are obtained by neglecting the low angle peak.
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The abrupt appearance of space-spanning networks with
increasing U is accompanied by a pronounced change in
the dynamic structure factor, f�q; t�. For U � 2:6kBT,
f�q; t� is ergodic, as shown by the lines in Fig. 3(a), where
we plot f�q; t� for qa � 3:5 as a function of the viscosity-
corrected delay time t�0=�, with �0 and � the viscosities
of the solvent and the background polymer solutions,
respectively. The decays are reasonably well described
by single exponentials and the decay times increase only
slightly with U. For U 	 2:9kBT, f�q; t� no longer fully
decays, as shown by the symbols in Fig. 3(a); this is
consistent with dynamic arrest of the network over the
time scales of the experiment. For these samples, we use
the ensemble-averaged scattering intensity to correct the
measured time-averaged data and to determine f�q; t� [31].

The sudden onset of dynamically arrested networks with
increasing U suggests that the system crosses the spinodal
line, as shown schematically in the inset of Fig. 2. Samples
quenched above the spinodal line separate into intercon-
nected colloid-poor and colloid-rich regions which span
space. Gelation occurs when the local particle concentra-
tion in the colloid-rich regions is sufficiently high that the
particles become arrested; this leads to a solidification of
the network and arrest of the spinodal decomposition. In
spinodal decomposition, the rate of increase of the local �
increases with quench depth, which depends on U; thus,
dynamic arrest occurs more quickly for higher U, reducing
the coarsening time of the phase separating system.
Likewise, the initial characteristic length scale in spinodal
decomposition decreases with quench depth. Thus, the
characteristic length scale of the network decreases with
increasing U, as shown in Figs. 1 and 2.

There are several mechanisms which may be responsible
for the dynamic arrest within the colloid-rich region, in-
cluding percolation [15–19], a cluster glass transition
[6,22], or an attractive glass transition [12,13,17,21]. To
help elucidate the mechanism for the arrest, we measure
f�q; t� as a function of q. Although the samples remain
nonergodic for all q, a slow decay persists even at the
longest times measured, as shown for U � 2:89kBT in
Fig. 3(b). Thus, we determine the nonergodicity factors
fc�q� from the value of f�q; t� at t�0=� � 0:2 sec . For
each U, fc�q� is not monotonic in q; there are pronounced
increases both at low q and at the nearest-neighbor peak
qa� 3:5 as shown by the symbols in Fig. 4; this is remi-
niscent of the shape of S�q�. These results cannot be
explained by a percolation scenario, which predicts that
fc�q� decreases monotonically with q, and grows continu-
ously from zero as U increases [18,19]. Instead, we com-
pare the data with the behavior of f�q; t� calculated from
MCT. Although MCT cannot rigorously be applied to
highly heterogeneous, nonequilibrium systems [32], it
should nevertheless qualitatively capture the nature of
this gelation since the colloid-rich phase is solely respon-
sible for the observed slow dynamics and dynamical arrest,
and since there is a separation of time scales between local,
glassy freezing and large-scale restructuring of the gel
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[12]. However, to account for gelation, we must use the
full S�q� as input, including the peak at low q which
accounts for the larger length scale structures of the gel;
thus, we use the measured S�q� shown in Fig. 1. In addi-
tion, since the MCT results are sensitive to very high q
contributions of S�q�, we extend the data using values
calculated with the Asakura-Oosawa potential [33]. The
volume fraction of the colloid-rich region ~� is left as a free
parameter [34], and is chosen to best match the calculated
f�q; t� to experimental data. For U � 3:85kBT, we find ~�
is within the range for which MCT predicts local non-
ergodicity for a homogeneous system. For U � 2:89kBT
and U � 3:06kBT, we find the values of ~� to be slightly
below the values required for local nonergodicity. We
evaluate fc�q� by choosing a time for which the calculated
value matches that of the experiment at qa � 3:5. For all
U, our MCT predictions are in excellent agreement with
the data, as shown by the solid lines in Fig. 4; moreover,
this agreement persists if we evaluate fc�q� at longer times.
2-3
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This agreement is remarkable considering the wide sepa-
ration between network and nearest-neighbor length
scales, and the highly heterogeneous structures. It high-
lights the critical role of glassy dynamics in the kinetic
arrest of the spinodal decomposition, leading to formation
of a solid network [13].

This MCT calculation captures the increase of the non-
ergodic parameter at low wave vectors, indicative of the
presence of the peak in S�q� at qa < 0:2 [32]. This increase
reflects the constraints on motion at these length scales due
to the existence of the interconnected space-spanning net-
work. If the 1ow-q peak is not included, the predicted fc�q�
is significantly lower, as shown by the dashed lines in
Fig. 4. However, we find that the transition is still predicted
to occur at nearly the same local volume fraction when the
low-q peak is excluded. This implies that the large-length-
scale structures do not drive the arrest as predicted for a
cluster glass transition [12,22]; instead, gelation is driven
by local arrest of the dynamics in a preformed network. To
further test for a possible arrest due to the formation of a
glass of clusters each comprising many particles, we re-
calculate the MCT using as input only the low-q network
peak in S�q�. This leads to gelation at unphysically high
particle densities, thus excluding this scenario [35].

For the systems studied here, gelation is driven by
spinodal decomposition into an interconnected colloid-
rich network, followed by dynamic arrest due to a local
glass transition. By contrast, at higher U and lower �, a
state composed of disconnected glassy clusters exists as a
precursor to gelation [6]. Such a fluid-cluster state may
result from the effects of gravitational sedimentation or
charge on the particles [36–38]. Alternatively, these glassy
clusters could result from spinodal or binodal decomposi-
tion into a phase of disconnected droplets which are then
locally arrested by the glass transition, but which do not
span space, and hence do not form a gel [12]. The full
range of scenarios for the gelation transition depends onU,
�, and �, as well as possible influences of gravity and
charge. The results presented here account for one scenario
for gelation and serve as a benchmark to compare to other
possible mechanisms.
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